
Astronomy and Computing 33 (2020) 100426

l
f

d
o
d
a
d

V
o
t
(

f
e
P

(
(
v
l
a
n

h
2

Contents lists available at ScienceDirect

Astronomy and Computing

journal homepage: www.elsevier.com/locate/ascom

Full length article

Astro Space Locator — A software package for VLBI data processing and
reduction
S.F. Likhachev, I.A. Girin, V. Yu. Avdeev, A.S. Andrianov, M.N. Andrianov, V.I. Kostenko,
V.A. Ladygin, A.O. Lyakhovets, I.D. Litovchenko, A.G. Rudnitskiy ∗, M.A. Shchurov,
N.D. Utkin, V.A. Zuga
Astro Space Center, Lebedev Physical Institute, Russian Academy of Sciences, Profsoyuznaya str. 84/32, Moscow, 117997, Russia

a r t i c l e i n f o

Article history:
Received 21 February 2020
Accepted 17 September 2020
Available online 23 September 2020

MSC:
85-04

Keywords:
Methods: data analysis
Techniques: image processing
Techniques: interferometric

a b s t r a c t

The article describes the main features and algorithms of Astro Space Locator (ASL) software package.
This high performance package has a user-friendly graphical interface and it is used for VLBI data
processing and reduction. ASL supports data editing, calibration, multi-frequency analysis, standard
and multi-frequency VLBI imaging.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Radio interferometry is a well-developed technology that al-
ows obtaining information about the Universe in the radio-
requency range.

Therefore, it is necessary to develop high-performance VLBI
ata processing systems. One of the most important components
f VLBI data processing is the reconstruction of images from VLBI
ata, which provides astronomers with direct visual information
bout structure of objects under study, thus making possible to
etermine their characteristics.
Effective software is essential for reliable scientific results in

LBI. Since the work with experimental data requires the use
f appropriate mathematical software, its development, main-
enance and support are critical for any astronomical project
Thompson et al., 2017).

Currently, there are many reliable software packages that per-
orm calibrations, data editing, VLBI imaging and analysis (for
xample, Difmap, AIPS, CASA, PIMA, VNSIM etc.) (Shepherd, 1997;
almer, 1996; Jaeger, 2008; Petrov et al., 2011; Zhao et al., 2019).
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Most of them lack a convenient graphical interface. Some of the
programs could have a relatively narrow scope of application
for VLBI data processing, like Difmap has the only function to
reconstruct VLBI images.

In this paper we describe the Astro Space Locator software
package, the purpose of which is to combine all the tools for
editing, calibration, post-correlation processing and analysis of
VLBI data. It consists of a set of basic routines and additional tools
2. Section 3 describes the VLBI data visualizer (VisView); Section 4
is devoted to the VLBI data editing program (Editor); Section 5
deals with a procedure for calibrating radio interferometric data;
Section 6 presents the details of fringe fitting; Section 7 describes
an image recovery reconstruction program (Imager); Sections 11
and 12 are about tools and algorithms implemented in the ASL
for processing of specific source types (pulsars in Section 11 and
masers in Section 12); Section 13 discusses a Modeler program
for simulation of observations; Section 14 describes Utilities; and
Section 15 presents the conclusions.

2. Overview

The software package was developed using object-oriented
programming technology (Rumbaugh, 1991; Booch, 1993) for
Microsoft Windows in C++ language using Microsoft Foundation
Classes (MFC). It is possible to run ASL on some Linux distributive
(Ubuntu and Fedora) and MacOS using Windows emulation soft-
ware (WINE, Parallels, etc.). All tools and application interfaces
in the package are standardized and have modular design. Such
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able 1
omparsion of the functionality of various VLBI data processing software
ackages.

ASL AIPS CASA

GUI + – +/-
Various convolution kernel functions + – +
Robust weighting – + +
Image cubes – + +
Various kernel functions (tapering/gridding) + – –
Multi-threading + – +
VLBI simulations + – +
Easy installation + – +

an approach allows easy replacement or addition of new meth-
ods and features, making ASL an adaptable software. Moreover,
the package interface was developed based on the ‘‘What You
See Is What You Get’’ (WYSIWYG) approach in order to make
the user-data interaction as simple, direct and transparent as
possible.

Special attention was paid to optimization of data process-
ng and analysis algorithms in order to minimize the use of
AM memory and disk space. Most part of the well-known algo-
ithms and computational procedures were re-written to increase
he computational efficiency (for example, fringe-fitting, calibra-
ions, CLEAN). Some of the algorithms, like self-calibration and
ulti-frequency synthesis were done from scratch.
Because post-correlation data processing is multi-stage and

terative, its automation is of great importance. Fortunately, the
SL allows convenient management of meta-information: it in-
ludes a wide range of methods for data editing and supports
irect data flagging. A conceptual diagram of the Astro Space soft-
are package is shown in Fig. 1. In general, it keeps with the logic
nd sequence of VLBI data processing stages: data visualization,
diting, calibration and fringe fitting, self-calibration and imaging.
Noteworthy is that the ASL supports all main VLBI data for-

ats, such as IDIFITS,1 UVF2 and UVX. UVX file format is a VLBI
data format of ASC Correlator (Likhachev et al., 2017). Therefore,
the package is compatible with all known VLBI data processing
software.

As it was mentioned, one advantage of ASL is convenient
graphic interface. Software package does not require specific
skills in working with command line. During operation ASL is able
to save any data as table in text file. In addition there is possibility
to select and edit data directly in the tables.

Another feature of ASL is convenient graphical representation
of the data. Each data plot has a number of interactive tools, like:
zoom in/out, cross-section, save data as image and save data as
text.

Table 1 shows the comparison of key features between ASL
and other VLBI data reduction software.

Detailed description of various kernel functions for tapering
and gridding is presented in Section 8.1, description of VLBI
simulations is presented in Section 13.

3. Data visualization

The VisView program visualizes correlated VLBI data. It has
many options and allows various primary analyses of interfer-
ometer data in various ways. Since all correlated VLBI data are
complex values, one can select and analyze any of their com-
ponents [real part, imaginary part, amplitude (modulus), phase
(argument)] both in 2D and 3D diagrams.

1 The FITS Interferometry Data Interchange Convention:
tp.aoc.nrao.edu/pub/software/aips/TEXT/PUBL/AIPSMEM114.PS.
2 AIPS FITS Format:

tp.aoc.nrao.edu/pub/software/aips/TEXT/PUBL/AIPSMEM117.PS.
2

3.1. Two-dimensional diagrams

For each combination of baseline, selected time interval and
bandwidth, the following diagrams can be generated: visibility
vs. delay, power spectrum vs. frequency, visibility vs. time and
power spectrum vs. time.

For each observation time point the plot shows the maximum
value of the visibility (or power spectrum) for all delays (or
frequencies).

3.2. Three-dimensional diagrams

3D plots present visibility-time-delay and spectra-fringe rate–
frequency relationships.

The program performs Fourier transform along the selected
variables.

1. The Dynamic spectrum (Frequency–Time) diagram shows
the spectrum behavior over time. See Fig. 2 (left).

2. The Fringe rate–Frequency diagram shows the distribution
of spectra from fringe rate.

3. The Delay–Time diagram displays the behavior of correla-
tion function over time and delay.

4. The Fringe rate–Delay diagram shows the behavior of cor-
relation function over delay and interference frequency.
See Fig. 2 (right).

The VisView can be used to obtain various cross-sections and
projections of the described 3D diagrams. For example, taking
a cross-section of dynamic auto-spectrum along the frequency
axis yields a spectrum for a selected time. It is also possible to
approximate the resulting cross-section with polynomials or to
make an average projection on any two of the three dimensions
of the diagram.

4. Data editing

The ASL package includes an editing program, the Editor,
for VLBI data editing and correction. The correlated VLBI data
(including any components of complex visibility function and
spectrum) can be edited both manually and automatically (Guirin
et al., 2006). The Editor also supports approximation, smoothing
and other mathematical manipulations on the data. The Editor
consists of two parts: operations with data files and data editing.

4.1. Data file operations

This part includes data format converting: IDIFITS and UVF
formats can be converted to UVX and vice versa. Thus, the user
can get the corrected IDIFITS, UVF or UVX and make the next
stage of its processing with any other software if necessary.

The Editor includes data averaging in frequency and in time.
Correspondingly, there are two types of averaging: vector (real
and imaginary parts are averaged separately) and scalar [module
(amplitude) and argument (phase) are averaged separately].

It is possible to average the value of spectral intensity either
over the whole IF bands or over groups of individual channels. In
the last case the user can choose number of channels in group.
Average signal can be attributed to either central or the first
frequency of the selected frequency range.

4.2. Editing

The following data editing options are available in the Editor:
telescopes and baselines editing, time editing, spatial editing of
(u, v, w) information, frequency editing. It is possible to choose

editing:
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Fig. 1. Conceptual diagram of Astro Space Locator software package.
Fig. 2. Example of three-dimensional diagrams obtained in VisView: dynamic spectra (‘‘Frequency-Time’’ diagram, left) and ‘‘Delay-Fringe rate’’ diagram (right).
1. Component of visibility function. Select which component
to be displayed and edited;

2. Weight of individual observation that takes into account
contribution of errors;

3. Polarization state. In case the UVX file contains information
about several polarizations, it is possible to remove any of
them;

4. Frequency IDs — any frequency ID can be kept or removed;
5. Frequency Band — any frequency band can be kept or

removed.

4.3. Telescopes and baselines editing

In telescope and baseline editing it is possible to select which
data to remove or keep in UVX file. Interface displays the (u, v)
coverage with the modified data.

4.4. Time editing

Components of visibility function (amplitude, phase, real part,
imaginary part) can be displayed either in tables or in plots
for the selected time interval. The values of visibility function
3

components can be edited directly. For plot editing more options
are available:

1. Approximation of ‘‘Time-Visibility function component’’
plot.
Several ways of approximation function are provided:

• Chebyshev polynomials;
• Fourier series expansion;
• Simple polynomial approximation;
• Auto mode — choice between three variants men-

tioned above that corresponds to minimal variance
between data and fitting.

Fig. 3 shows an example of amplitude and phase editing
data plots.

2. Selection of plot region. In general, several operations with
points in the selected region can be done. Both points cor-
responding to single baseline and points that correspond to
all baselines in the selected plot region can be edited.

• Data flagging/unflagging. Flagged points will be ig-
nored in further analysis and processing;
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Fig. 3. Example of plot showing editing of visibility amplitude and phase in time. From top to bottom: baseline WB-JB amplitude and phase, baseline WB-EF
amplitude and phase. Data sample of Radioastron mission imaging observations of M87 (1228+126) at L-band (18 cm or 1668 MHz), date/time of observation:
04.06.2014 09:00:00–05.06.2014 01:30:00. Data points can be selected interactively on plot and flagged/unflagged.
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• Editing the values of visibility function components
in table, one can choose any of them to conduct
approximation;

• Offset the values;
• Statistical analysis.

The program can calculate the histogram over values of visi-
bility function component. In addition Gaussian distribution test
can be made. Along with histogram, mean value, dispersion and a
message whether displayed distribution corresponds to Gaussian
are provided.

4.5. Spatial editing

Here visibility component is displayed as function of coordi-
nates and distances in Fourier-space. One can choose as indepen-
dent variable:

• Individual (u), (v) or (w)-coordinate.
• Distances in (u, v, w) space: R(u, v) =

√
u2 + v2, R(v,w) =√

v2 + w2, R(u, w) =
√
u2 + w2, R(u, v, w) =√

u2 + v2 + w2.
• (u) and (v)-coordinates — here (u, v) coverage is displayed

with values of visibility function components.

Fig. 4 shows an example of spatial editing for the case of visibility
vs. R(u, v). Along with operations mentioned above, one can make
the following actions:

• Beam synthesis using chosen observational points on plot,
beam is approximated as ellipse.

• Approximation of data by Gaussian function and possibility
of flagging/unflagging points with a given threshold of nσ
(n = 1, 2, . . . ,N).

• Calculation of integral of Gaussian approximation function
within the chosen region of the data.

.6. Frequency editing

Frequency editing is capable of editing the values in individual
requency channels of the correlated spectrum and differential
hase calculation. The last one is a subtraction of visibility phase
n one chosen channel from visibility phases of other channels.
4

. Calibration

Many factors contribute to recorded signal from observed
ources, thus any VLBI data must be calibrated. The calibration
rocedure consists of the following steps: correction of quan-
ization errors using auto correlation functions, correction for
ifferent levels of signal quantization on telescopes, amplitude
alibration, bandpass correction.
All calibration tasks are gathered in Calibration subroutine.

irst three steps are performed as a part of amplitude calibration
unction.

.1. Amplitude calibration

1. Correction of digital errors accounts for quantization er-
rors of the original signals using auto correlation func-
tions r(i, k,m, t). Cross-spectra calibration assumes that
parameters of the digital signal converter are known. In
practice, these parameters may not be optimal or are not
known with sufficient accuracy. This leads to the errors in
measurement of cross-correlation spectra amplitude. These
errors can be estimated by measuring the average value
of the auto correlation spectrum of the antennas (Kogan,
1995).

Scalib(i, j, k, l,mm, t) =
Suncalib(i, j, k, l,mm, t)

√
r(i, k,m, t)r(j, k,m, t)

, (1)

where i, j — telescope indices, k — number of frequency
band (IF), l — frequency channel, m — polarization, t —
time, mm — Stokes parameter, r(i, k,m, t) — average value
of auto-spectrum amplitude for ith antenna in chosen fre-
quency band, S(i, j, k, l,mm, t) — spectrum.

2. Van Vleck correction is a correction of different quanti-
zation levels of the received signal. For example, 1-bit
quantization was used in Radioastron, while ground tele-
scopes used 2-bit quantization in joint ground-space VLBI
observations.
Conversion of digital spectra Sd into corrected spectra Sa is
determined by the following relation:

Sa(i, j, k, l,mm, t) =
Sd(i, j, k, l,mm, t)√

Bi(Nq)Bj(Nq)
, i ̸= j (2)
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Fig. 4. Example of spatial editing of visibility function on the ‘‘Visibility vs. Baseline projection’’ plot. Data sample of Radioastron mission imaging observations of
M87 (1228+126) at L-band (18 cm or 1668 MHz), date/time of observation 04.06.2014 09:00:00–05.06.2014 01:30:00. Visibility data are shown as black crosses. Red
line shows a Gaussian approximation of the unflagged data. Any data can be selected interactively on plot, flagged/unflagged or modified in amplitude value.
f

3. Correlation flux. This procedure recalculates correlated am-
plitude of signals r into correlated flux F in Jy. The proce-
dure requires an ANTAB3 file containing information about
noise temperature of telescopes receiving system, as well
as information (polynomial parameters) about sensitiv-
ity/elevation dependence.

F (i, j, k, l,mm, t) =
r(i, j, k, l,mm, t)

√
SEFD(i, k,m, t) · SEFD(j, k,m, t)

, (3)

where SEFD(i, k,m, t) — system equivalent flux density in
Jy.

5.2. Bandpass

Bandpass procedure corrects the shape of the receiver band-
width. Signal amplitude, phase or both can be calibrated.

• Amplitude bandpass corrects the shape of the receiver band-
width using averaged auto-spectrum from calibration
source:

Fcalib(i, j, k, l,mm, t) =
Funcalib(i, j, k, l,mm, t)

√
A(i, k, l,m, t)A(j, k, l,m, t)

(4)

where A(i, k, l,m, t) and A(j, k, l,m, t) are average auto-
spectrum of calibration source.

• Phase bandpass calibration uses the phase of calibration
source cross-spectra that is approximated linearly. The pa-
rameters of this linear approximation then are used to ad-
just the phase of observed source. Corrections are applied
for each spectral channel.

5.3. External gain file calibration

There is also a possibility to apply calibration from an external
ain file. For example, this can be an external file with gain co-
fficients obtained from self-calibration, calibration source fringe
itting or phase transferring procedures (Sections 6 and 9).

3 Generating ANTAB Tsys files: https://ivscc.gsfc.nasa.gov/meetings/tow2011/
ampbell.MW.pdf.
5

6. Fringe fitting

The visibility function obtained after correlation may contain
errors related to inaccurate clocks at VLBI stations, inaccurate
frequency setup or various delays related, for example, to the
troposphere. In the case of space telescope, additional errors arise
from the accuracy of the orbit determination. To eliminate such
errors there is a utility in ASL that performs fringe fitting. Astro
Space Locator has two modes of fringe fitting: baseline-based and
global.

Implementation of baseline-based fringe fitting is the follow-
ing:

1. Selection of value of time interval of solution search Tint .
The value of Tint can be estimated based on the atmosphere
coherence time.

2. Calculation of matrix C for each baseline on each Tint time
interval. The elements of this matrix (Ci,j = Ai,jeiφi,j ): Ai,j
and φi,j are amplitude and phase of cross-spectrum at ith
spectral channel for jth moment of time respectively.

3. Fourier transform of matrix C from ‘‘time-frequency’’ to
‘‘delay-fringe rate’’ domain and search for maximum of
obtained matrix. At the first step fringe fitting subroutine in
ASL search for rectangle area with a total visibility ampli-
tude maximum in ’’delay-fringe rate’’ matrix. At the second
step the subroutine looks for the maximum value inside
this selected rectangle. Detected fringe must satisfy to the
following condition: residual delay and fringe rate of the
peak must have close values in different time intervals Tint .
At the peak phase of visibility function φ0, shift of delay τ
and shift of fringe rate ffr are determined.

4. Calculation of phase correction terms (gains) for each base-
line:

φk = φ0k + 2π (t − t0)ffr + 2π (f − f0)τk (5)

Here k is a telescope index.
5. Applying of gain coefficients to baseline:

φnew
ij = φij + φk (6)

Global fringe fitting algorithm differs from baseline-based
ringe fitting by the following points:

https://ivscc.gsfc.nasa.gov/meetings/tow2011/Campbell.MW.pdf
https://ivscc.gsfc.nasa.gov/meetings/tow2011/Campbell.MW.pdf
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1. Selection of reference station. Reference station can be
selected both manually and automatically. In the latter case
reference telescope will be one that has the largest number
of baseline with other telescopes.

2. Estimation of φ0, τ and ffr for each telescope that has a
baseline with reference antenna. Values of φ0, τ ffr for
reference antenna are taken to be equal to zero.

3. Formation and solution of system of phase closure relations
for φ0 for all possible triplets of telescopes.

φc = φ12 + φ23 + φ31 + noise (7)

Phase closure relations provide possibility to calculate
gains even for baselines with low signal-to-noise correla-
tion, making this algorithm applicable for observations of
weak sources.

4. Applying of antenna gains to baselines is performed in the
following way:

φnew
ij = φij + (φa − φb), (8)

where a and b are telescope indices of ab baseline .

However, unlike baseline-based fringe fitting algorithm, global
fringe fitting allows to find only relative errors rather than ab-
solute. In addition, global fringe fitting algorithm requires either
information about the source model or point (unresolved) cali-
bration source. From the other hand, baseline-based fringe fitting
is applicable only for baselines that have correlation and the al-
gorithm does not work for faint sources with low signal-to-noise
ratio correlation.

Implementation of fringe fitting in ASL package provides pos-
sibility to compensate not only linear phase drift, but also errors
in quadratic term τ = a2(t−t0)2 of geometric delay model, which
is particularly important for Space-VLBI, because the accuracy
of quadratic term of the delay can be large in this case. Thus,
the influence of space radio telescope acceleration uncertainties
on the signal-to-noise ratio and signal coherence can be sig-
nificant. Quadratic term compensation in the fringe fitting can
improve the resulting correlated amplitude and coherence. Fig. 5
demonstrates correlated amplitude after fringe fitting done with
ASL with (bottom panel) and without (middle panel) quadratic
term compensation for one of the Radioastron experiments. As
it can be seen, introducing the quadratic term in fringe fitting
significantly improve the coherence and reduces the fluctuations
of correlated amplitude.

Gains, obtained by fringe fitting procedure, can be used to
improve the delay model for correlator, which is important for
Space-VLBI. They can also be used in procedure for calibration of
tropospheric and ionospheric phase fluctuations.

Atmospheric phase corrections are necessary to improve the
efficiency of VLBI observations, especially at higher frequencies.
One of methods that use the advantage of simultaneous multi-
frequency observations is Frequency Phase Transform (FPT) (Rioja
et al., 2011). This method is already used in data processing of
Korean VLBI Network (KVN). KVN has a unique quasi optical
system designed to separate the signal into different frequency
bands. Such system provides capabilities to perform simultaneous
observations at four frequencies (Kim et al., 2015).

Thus, the observations at two different frequencies simulta-
neously allow to perform phase transfer from lower frequency to
higher one and to compensate delay in troposphere. Observations
with three different frequencies allow to compensate the delay in
ionosphere.

It is important to use such multi-frequency observations and
perform phase transferring for the next generation millimeter
VLBI missions, including Millimetron space-VLBI observatory. This
can help to increase coherence time and sensitivity. The algo-

rithms of FPT in Astro Space Locator are currently under testing.

6

7. Imaging

Imager is a component of the ASL package that solves the
task of VLBI data image reconstruction. A complete mathematical
solution of the image reconstruction problem in VLBI is non-
trivial. One reason is the lack of knowledge of the original image
(the ‘‘true’’ image of the radio source). Thus, one can only hope
for procedures that provide some more or less reliable estimates
of the original image obtained on the basis of the VLBI data anal-
ysis. The problem of image reconstruction is formalized, which
allows us to present it as the following list of mathematical
tasks: correlation analysis, phase and amplitude calibration, data
approximation (weighing, gridding), image deconvolution.

This article will not address the issue of correlation analysis,
since ASL is designed to work with correlated data. The details on
the correlation procedure can be found in Likhachev et al. (2017).
Calibration is described in Sections 5 and 6. This section of the
article will concern the peculiarities of data approximation (7.1)
and image deconvolution (8).

7.1. Data approximation

Estimation of the visibility function V (ui, vi) at the points
of the (u, v) plot is a stochastic problem due to the fact that
observations are made by imperfect devices. In this case, different
points of (u, v) coverage will have varying degrees of confidence.
Typically, the degree of confidence in measurements is estimated
by the weight w ∼ 1/σ 2(ui, vi) for the (ui, vi) data point. If the
average value of the visibility function at the point (ui, vi) is V
then the probability density of getting the value V (u), where u is
point with coordinates (u, v), is equal to:

p(V (u)) =
1

√
2πσ (u)

· exp

(
−

[V (u) − V (u)]2

2σ 2(u)

)
(9)

Then the likelihood equation (for the value of the visibility
function) can be represented as

dl

dV (u)
=

∑
u

V (u) − V (u)
σ 2(u)

(10)

ts solution can be presented as follows:

V (u) =

∑
uw(u)V (u)∑

uw(u)
(11)

The resulting functionw(u) called weighing function indicates the
degree of reliability of the measurement and assigns low weight
to measurements with low accuracy. In Imager it is possible to
select the type of weighing function — natural weight or uniform
weight (Thompson et al., 2017).

The set of measured points can be represented as

V (u) =

N∑
i=1

V [i]
· δ(u − ui, v − vi) (12)

We denote V [i] as V (ui) and consider the convolution procedure:

Vapprox(u) = ϕα(u) ·

N∑
i=1

V (ui) · δ(u − ui) =

N∑
i=1

V (ui) · ϕα(u) · δ(u − ui) =

N∑
V (ui) · ϕα(u − ui)

(13)
i=1
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Fig. 5. Dependence of correlated amplitude from integration time before (top panel) and after regular fringe fitting (middle panel) and quadratic term compensation
(bottom panel). Radioastron experiment, date/time: 11.12.2017 17:00–18:00, baseline Radioastron-Torun (RA-TR). Observation wavelength λ = 6 cm.
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Thus (13) is a continuous approximation of the measured
isibility function. The class of functions ϕα(x) =

ψα (x)∑
α ψα (x)

is called
he partition of unity.

Then the approximation by the continuous visibility function
approx(u) at the point u can be represented as

approx(u) =

∑
i ψi(u)V (ui)∑

i ψi(u)
(14)

Such procedure is called gridding convolution or gridding.

8. Image deconvolution

The procedure of image deconvolution can be divided into
several stages:

1. Approximation of the discrete visibility function V (ui, vi)
by continuous one V (u, v). Such approximation is possible
only in the vicinity of α(ui, vi) of each point (ui, vi).

2. Search for discrete values of V (uk, vk) of the continuous
function V (u, v) at the studied points of the (u, v)-plane,
i.e. at points of the calculated uniform grid. This procedure
is called the re-sampling procedure (7.1).

3. Obtaining an estimate of the brightness distribution
I(xk, yk) in the form of the ratio between the Fourier trans-
form (FFT) of V (uk, vk) values and the FFT of the convolu-
tion kernel function (14).

8.1. Dirty map

Obtaining dirty map starts with the gridding procedure (7.1).
(u, v) plane contains the information on the visibility functions
Ṽ at each point of the (u, v) for the entire time of observation.
he gridding procedure is applied to this plane. Thus, (u, v) plane
s split into a number of cells. Visibility functions for the points
nside each cell are approximated by Vapprox(u) (14).

In ASL Imager, the gridding procedure has several Vapprox func-
tions of the convolution kernel (14):

1. Averaging, i.e. ψ = const

Vapprox(u) =

∑
i V (ui)
N

where N is the number of points inside the cell;
7

2. Gaussian kernel

ψ(u) = exp
[
−

1
2

(
u2

σ 2
u

+
v2

σ 2
v

)]
where u, v are the coordinates of the (u, v) plane point,
σu, σv is the grid cell width.

3. Lorentz kernel

ψ(u) =
8π3α3

(4π2α2 + r2)
3
2

r =

√
u2 + v2

4. Hat-function

ψ(u) =
sin (

√
u2 + v2)

√
u2 + v2

The capability to select different kernel function allows you
o reduce image distortion images depending on an interferom-
ter configurations or, in other words, depending on the (u, v)

coverage (see, for example, Thompson et al., 2017, Section 10.2.4).
During the procedure of obtaining dirty map it is necessary

to set the field of view (in angular seconds) and the number of
cells along the axes (2n, n = 5...13). Next follows the re-sampling
procedure. Gridding is performed in such a way that the initial
elements of this ‘‘grid’’ correspond to the elements of the (u, v)
coverage closest to the origin, and the final ones are the elements
farthest from it. Thus, if a 1024 × 1024 grid is superimposed
on the (u, v) plane, then the output will be a square matrix of
V (u) with a size of 1024 × 1024 elements, in which the unfilled
elements are zero, the rest are oversampled visibility functions of
the corresponding (u, v) coverage region with the corresponding
kernel, calculated with the corresponding weight.

The visibility function V (u, v), defined on some (u, v) plane
has an unlimited domain of definition. That is, there is no limited
region beyond which this function is equal to zero. However,
in real observations, this function is limited to a certain region
determined by the characteristics of the interferometer. In this
case, after truncating the infinite region of approximation of the
visibility amplitude, distortions appear at the points of discon-
tinuity of the function. This phenomenon is called the Gibbs
phenomenon (Bates and McDonnell, 1986). To suppress this effect



S.F. Likhachev, I.A. Girin, V.Y. Avdeev et al. Astronomy and Computing 33 (2020) 100426

I

V

a
f
i
s
v
i
i
f
e
m
d
s

‘
H
i
I
f
o
t
A

t

B

r
i

m
n
a
a

r
m
e
c
o
i

mager uses tapering function T (u, v):

taper (u, v) = V (u, v) · T (u, v) (15)

The following tapering functions are available:

1. Uniform

Tα(u, v) = 1;

2. Gaussian

Tα(u, v) = exp (−α2(u2
+ v2));

3. Lorentz

Tα(r) =
2πα

(4πr2 + α2)1.5
;

r =

√
u2 + v2;

Tapering can improve the image by reducing artifacts that
ppear due to the contribution of interference at high spatial
requencies. During the image reconstruction procedure the vis-
bility function will have non-zero values at the edges of the
ynthesized (u, v) plane. This is caused to by multiplication of the
isibility function values by a certain kernel function. Accordingly,
n the general case, in order to correct this data distortion, it
s necessary to use the tapering function that correspond to the
ollowing requirements: the function must be continuous, at the
dges of the (u, v) plane it must take zero values, its integral
ust be equal to unity. Then, the tapering function eliminates the
istortions introduced by the convolution kernel function at high
patial frequencies.
Tapering function is selected so that to achieve the best

‘signal-to-noise’’ ratio. Most commonly used is the Gaussian.
owever, there are cases, for example, when the (u, v) coverage
s more or less uniform (for example, (u, v) coverage of VLA).
n this case, it is recommended to use the uniform tapering
unction. Note, that in case ASL uniform tapering just turning
ff the tapering procedure. In general, the ability to use various
apering function in different situations is an advantage of the
SL package.
Returning to the imaging procedure, next, it is necessary to

ake the derivative matrix B(u) obtained from Vapprox(u):

(u) =

{
0, if Vapprox(u) = 0
1, if Vapprox(u) ̸= 0

, (16)

The two-dimensional Fourier transform of B will be the matrix
B̃(u, v), B̃u,v ∈ C . Amplitudes of this matrix B̃(u, v) describe the di-
ectional pattern of the interferometer or beam. Strictly speaking,
t has the dependency sin (x)/x, but can be well approximated by
the following functions:

1. Two-dimensional Gauss function

g = A · exp

[
−

1
2

((
u · cos (α) + v · sin (α)

σu

)2

+

+

(
−u · sin (α) + v · cos (α)

σv

)2
)] (17)

2. Lorentz function

L =
8 · π3

· α3

(4 · π2 · α2 + r2)
3
2

(18)

3. Hat function

H =
sin (

√
u2 + v2)

√
u2 + v2

(19)
8

Consider the procedure of beam estimation using Gauss func-
tion. Thus, beam parameters σu(beam), σv(beam), α(beam) corre-
spond to FWHM of two-dimensional Gaussian.

Next, it is necessary to perform a direct two-dimensional
Fourier transform of Vapprox(u, v). We obtain the matrix D(u, v)
dividing the result by the Fourier transform of convolution kernel
function that is used in gridding (14). The amplitudes of this
matrix will be a dirty map or a dirty image of a source.

8.2. CLEAN map

The resulting dirty image generated following the procedure
described in Section 8.1 has a number of significant flaws. This
image may have negative amplitudes, which does not have any
physical meaning. Also there are various noise components. In
order to get rid of them, the image needs to be ‘‘cleaned’’. There
are many different methods for ‘‘cleaning’’ a dirty image. This
paper will examine the CLEAN algorithm that is used in Imager
(see Fig. 6).

The CLEAN algorithm is based on sequentially subtracting of
components from a dirty image till a certain threshold is reached.
If the matrix D(u, v) is not completely homogeneous, which prac-
tically never happens in reality, it will have some maximum.
Accordingly, if a certain component is subtracted from a given
maximum, a new maximum appears in the image in the same or
other coordinates.

The sequence of steps to obtain the resulting or ‘‘clean’’ image
of the source using the CLEAN algorithm can be described as
follows:

1. Take the matrix of complex numbers D(u, v)
2. Obtain the matrix of amplitudes A(u, v) from D(u, v).
3. Declare zero matrix of components C(u, v) with the size of

D(u, v).
4. Find the maximum in A(u, v) with (umax, vmax) coordinates.
5. For the coordinates of this maximum add unity to the

element of C(umax, vmax) matrix.
6. Subtract beam multiplied by gain from the dirty image

A(u, v) (by default gain is 0.1).
7. Return to the search for maximum from the point 4.
8. Repeat points 4–7 as many times as needed.

The obtained matrix C(u, v) is called the CLEAN component
ap of the reconstructed image. To get a CLEAN image, it is
ecessary to calculate the sum of the convolution kernel functions
pplied for each CLEAN component. To do this, the following steps
re taken:

1. New matrix M(u, v) is created with the same size as A(u, v)
and C(u, v).

2. For each non-zero CLEAN component from C(u, v) a kernel
function is calculated (in our case it is Gaussian) with the
following parameters: (A = Cu,v · Gain, σx = σx(beam),
σy = σy(beam), α = α(beam)). Note that Imager can per-
form CLEAN using different convolution kernel functions.

3. Amplitudes are calculated for each element of M(u, v):

Mu,v =

N∑
u′=1

N∑
v′=1

ψ(Cu′,v′ , u′, v′, u, v, σu(beam), σv(beam), α(beam))

(20)

In the case of using another kernel function, the set of pa-
ameters of the function ψ(x1, x2...xn) under the sum in (20)
ay change, but the general principle remains the same — for
ach point the sum of kernel functions for CLEAN components is
alculated with given dirty beam parameters (except for the case
f using different kernel). The resulting matrix M(u, v) is a pure
mage or CLEAN image of observed source.
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Fig. 6. Example of dirty map (left) and CLEAN map (right) obtained in Imager. The data are from Radioastron mission imaging observations of M87 (1228+126) at
L-band (18 cm or 1668 MHz), date/time of observation 04.06.2014 09:00:00–05.06.2014 01:30:00.
9. Self-calibration

In case of self-calibration, the situation is the same as for
egular calibration, but instead of real calibration source data a
ource model or previous CLEAN iteration are used:

Vmod
jk (t) =

∑∑
(In exp{−2π i(ujkxn + vjkyn)}

+ In exp{2π i(ujkxn + vjkyn)}),
(21)

where Vmod
jk (t) is the visibility obtained from the previous itera-

tion of the CLEAN procedure or the proposed model for jk baseline
of j and k antennas.

Let us introduce:
V true
jk (t)

Vmod
jk (t)

= 1, (22)

here V true
jk (t) is a ‘‘true visibility’’ of a source for jk baseline of j

nd k antennas, and find a solution for the gain coefficients as

V ′

jk(t)⟩∆t = ⟨gj(t)⟩∆t⟨gk(t)⟩∆tVmod
jk (t), (23)

here V ′

jk(t) is the data that has not been calibrated either in
amplitude or in phase, and gj and gk are complex gain coefficients
for antennas j and k, respectively.

The self-calibration process starts with a large solution interval
(from tens of minutes to hours, depending on what calibration
is required). Then, with each new iteration of self-calibration
it is possible to lower this interval in order to achieve better
calibration.

ASL has a capability to analyze V true
jk (t)/Vmod

jk (t) plots with
solutions for gain coefficients, which allow to check how the
self-calibration proceeds.

For N radio telescopes the relation between the measured
visibility Vij(tk) and ‘‘true visibility’’ V true

ij (tk) obtained at the time
moment tk at baseline (i, j), i = 1, 2, . . . ,N, j = i+1, i+2, . . . ,N
can be represented as:

Vij(tk, νl) = giklgjklV true
ij (tk, νl) + εij(tk, νl) (24)

From a physical point of view, to estimate V true
ijkl (t), it is necessary

to synthesize a model of the visibility function V̂ijkl(t), which
would minimize a quadratic metric of the following form:

ρ =

∑
0<k<K
0<l<L

∑
i,j
i̸=j

wij(tkνl)
⏐⏐⏐Vij(tk, νl) − giklgjklV̂ij(tk, νl)

⏐⏐⏐2 −−−−→
gi

min
(25)
9

There are three main self-calibration parameters:

1. Time interval to average data for correction functions be-
fore the solution.

2. Type of approximation (different variations, robust for lay-
ers, etc.).

3. Self-calibration of amplitude, phase or both amplitude and
phase at the same time.

Fig. 7 shows a general outline of self-calibration algorithm
that was implemented in Astro Space Locator. If the amplitude
and phase are not selected, the Clark CLEAN algorithm will be
executed (Clark, 1980).

We would like to note that the approach considered above
is a generalized self-calibration (GSC), because a joint solution
is obtained for amplitudes and phases of gain coefficients and
its derivatives. In contrast, other algorithms solve the problem
separately, and therefore the developed GSC algorithm is more
optimal as it has a global minimum.

10. Multi-frequency imaging

Astro Space Locator is capable of performing multi-frequency
imaging (MFI), multi-frequency synthesis (MFS) (see Conway
et al., 1990) and multi-frequency analysis of VLBI data. Such
approach allows to obtain high quality images interpolated on
a given reference frequency as well as to perform an estimate
of spectral indices. This approach is very important not only for
Space-VLBI missions like Radioastron and Millimetron, but also
for ground-based VLBI (Kardashev et al., 2013, 2014, 2017).

Astro Space Locator is capable of performing multi-frequency
imaging (MFI), multi-frequency synthesis (see Conway et al.,
1990) and multi-frequency analysis of VLBI data. Such approach
allows to obtain both high quality images interpolated on a
given reference frequency inside of a given bandwidth, as well as
reliable estimates of spectral indices for radio sources with power
spectrum. This approach is very important not only for Space-
VLBI missions like Radioastron and Millimetron, but also for
ground-based VLBI arrays like the VLBA, GMVA, EHT. An approach
of multi-frequency imaging makes it is possible not only to
improve the quality and fidelity of the images and also essentially
to derive the morphology of the observed radio sources.
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Fig. 7. Diagram of self-calibration procedure implemented in the Astro Space Locator. F and F−1 correspond to direct and reverse Fourier transform, respectively.
Let us consider a linear model for intensity Ikpq = I(xp, yq, νk)
f the radio source in a point (xp, yq) on the observational fre-
uency νk:

kpq = (I0) + (I1)pqβk + · · · + (IN−1)pq · (βk)N−1,

βk =
νk

ν0
− 1, k = 1, 2, 3, . . . , K , (26)

where ν0 is reference frequency corresponding to the intensity
(I0)pq. If the intensity Ikpq in the point (xp, yq) can be approximated
by power law as

Ikpq = (I0)pq ·

(
νk

ν0

)αpq
, (27)

hen we can present it as

kpq = (I0)pqeξkαpq ≈ (I0)pq ·
(
1 + ξkαpq

)
(28)

where ξk = ln (1 + βk) ≈ βk, and thus the spectral indices
αpq = (xp, yq) can be obtained as

(I1)pq = αpq · (I0)pq (29)

Let us consider a target function

ρ =

K∑
k=1

M−1∑
n=0

M−1∑
m=0

wknm · |Vknm − V̂knm|
2

(30)

where, wknm = w(un, vm, νk) ≥ 0 are weights, Vknm, V̂knm is a
measured and a model visibility function respectively,

V̂knm = Ak ·

M−1∑
p,q=0

[
N−1∑
l=0

(Î)pq · β l
k

]
·exp {−2π i · (unxp + νmyq)}, (31)

here Ak is a gain coefficient for kth antenna,

Î)pq = ∆2φpq · (Il)pq(1 − x2p − y2q)
−0.5 (32)

pq is a normalized beam, ∆ is a grid step. The problem of the
ptimization can be presented as a solution of the following
ystem of linear equations:

D0)pq = 0, . . . , (DN−1)pq = 0 (33)

for a vector of intensity (Î)rt = ((Î0)rt , (Î1)rt , . . . , ( ˆIN−1)rt )T where
the mth residual map (Dm)pq can be defined as:

(Dm)pq =

K∑
k=1

βk
m ×

{
Dkpq −

M−1∑
i=0

M−1∑
l=0

Bk,p−i,q−l ·

N−1∑
n=0

(În)il · β
k
n

}
,

(34)
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where m = 0, 1, . . . ,N − 1 and

Dkpq =

M−1∑
n,m=0

wknm · Vknm · exp
{
2π i

(
unxp + vmyq

)}
(35)

is a kth ‘‘dirty’’ map at the point (xp, yq),

Bk,p−i,q−l =

M−1∑
n,m=0

wknm × exp {2π i[un(xp − xi) + vm(yq − yl)]} (36)

is a kth ‘‘dirty’’ beam at the point (xp − xi, yq − yl).
The solution of the problem can be presented as an iterative

procedure for a vector (Î)pq:

(Î)(s)pq = (Î)(s−1)
pq + γ E−1

· (D)(s−1)
pq , (37)

and the residual maps (D)rt = {(D0)rt , (D1)rt , . . . , (DN−1)rt}T :

(D)srt = (D)s−1
rt − B̂r−p,t−q ·

[
(Î)(s)pq − (Î)(s−1)

pq −

]
. (38)

Here E = (Eij) is a positive defined matrix of maximum values
of weighted ‘‘dirty’’ beams, Eij = (B̂i+j)0,0, i, j = 0, . . . ,N − 1, γ
is a loop gain. The process of the iteration can be completed if
ε(s−1) < ε, where ε is a given accuracy. Otherwise it is necessary
to suppose s = s + 1 and to calculate the next ε(s). Conditions of
the convergence of the algorithm above is 0 < γ < 2, 1 ≤ N ≤ K .

Implemented algorithm is a multi-frequency linear deconvo-
lution (Likhachev, 2003). It is important to note that it allows to
synthesize and analyze VLBI images using the data of different
frequencies together and does not require obtaining images at
different frequencies separately. MFS comprises the spectral in-
terpolation of the image and can reconstruct the map of spectral
indices at a given frequency. Fig. 8 demonstrates an example of
multi-frequency synthesis of six frequencies (central image).

11. Pulsar data analysis and reduction

ASL has the following capabilities for analyzing the pulsar VLBI
data:

1. Average profile of the pulsar. The average profile can be
calculated for single baseline or as a sum of average profiles
for all baselines. This utility uses the data correlated by
ASC Correlator with incoherent dedispersion (Likhachev
et al., 2017). In ASC Correlator incoherent dedispersion uses
TEMPO2 pulsar ephemeris (Hobbs et al., 2006).
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resulting synthesis (center), highest frequency (right). Total six frequencies merged 14.6, 15.1, 21.5, 21.9, 22.9, 23.3 GHz, central frequency for synthesis 19 GHz. Top
panel — CLEAN images, bottom panel — corresponding (u, v) coverage.
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2. Bandpass calibration of pulsar data.
The main difference between pulsar bandpass and band-
pass calibration described in Section 5.2 is that pulsar
bandpass uses on-pulse and off-pulse data. For bright
sources or high-sensitivity baselines bandpass calibration
is performed as follows:

Cbpi =
Coni − Coffi

< Coffi >
, (39)

were index i corresponds to the number of spectral chan-
nel, Cbpi is an amplitude of the on-pulse spectrum after
calibration, Coni is an amplitude of the on-pulse spectrum,
Coffi is an amplitude of the off-pulse spectrum, < Coffi >
— amplitude of the off-pulse spectrum. All spectra are av-
eraged over the entire observation session. Such bandpass
calibration provides additional attenuation of RFI.
For low-sensitivity baselines bandpass calibration is per-
formed in a different way:

Cbpi =
Coni− < Coffi >

< Coffi >
(40)

3. Removal of narrow band RFI. Procedure removes and inter-
polates the data in spectral channels that have RFI.

4. Dropping weak pulses. This is an automatic filter that re-
moves pulses with intensity lower than the determined
threshold.

5. Plotting dynamic (‘‘Delay-Time’’ diagram) and secondary
spectrum (‘‘Delay-Fringe Rate’’ diagram) of a pulsar. (see
Section 3.2). The example of such plots ise presented in
Fig. 9.

2. Maser data analysis and reduction

ASL software package includes Lineviewer program that can
erform data processing and analysis of VLBI data from maser
ources (Shchurov et al., 2019).
This program allows to plot the dynamic spectrum and fringe

ate–frequency diagrams (see Section 3.2), perform search for
 t

11
maser details and obtain average spectra. It has an ability to mea-
sure the velocity of maser details relative to the local standard of
rest (VLSR) or the Earth’s barycenter. This feature is implemented
using SOFA library (Wallace, 1996). In addition, Lineviewer pro-
vides the ability to perform bandpass using both data from a
calibration source and polynomial approximation of a given or-
der.

This program simplifies the search for maser details in auto-
and cross-spectra, allows to perform the analysis of velocities
of these details and calculate modeled spectra for the sources.
Fig. 10 shows the interface of Lineviewer with an example of
graphical representation of maser VLBI data.

The spectrum can be averaged both scalar and vector. It is
possible to display both the frequency values and the velocity val-
ues of the spectral details. At the same time, there is a capability
to plot and analyze the phase for average spectra. It allows to
identify the various maser details and visually fix the correlation
of them.

After bandpass calibration, the selected spectral details can be
approximated by M-number of Gaussian functions:

S(ν) =

M≤N∑
i=1

Ai · exp
(

−
(ν − ν0i )

2

σ 2
i

)
(41)

here S(ν) — intensity of spectra, ν — frequency, ν0i — central
requency of ith Gaussian, σi — Gaussian half-width at half mag-
itude (HWHM), N — maximum number of Gaussian functions
set by user), M — optimal number of Gaussian functions (de-
ermined automatically by the algorithm), M ≤ N . More details
n calculation of M value and detailed description of Lineviewer
ee Shchurov et al. (2019).
This procedure allows to identify correlating spectral details

f the masers, and easily evaluate such parameters of cross-
orrelated spectral details of the maser as VLSR, detail width and
ntegral intensity.

3. Simulations of synthetic VLBI observations

This section is dedicated to Modeler — a program that allows

o simulate VLBI observations.
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Fig. 9. Example of visualizing the dynamic (frequency–time diagram, left) and secondary (delay-fringe rate diagram, right) spectrum of pulsar in VisView. The
mplitude in the secondary spectrum has log scale. Data taken from Radioastron observations of PSR B1237+25 at 327 MHz. Bright spots in the dynamic spectra
ndicate pulsar scintillation, arcs in the secondary spectra indicate the presence of scattering screens on the line of sight to the pulsar. Arc curvature is connected
ith the distance to the scattering screen.
Fig. 10. Interface of Lineviewer program. Left side shows a selected cross-section (amplitude on top and phase on the bottom) of a frequency–fringe rate diagram
shown on the right side. A cross-section can be approximated by a set of Gaussian functions (pink line). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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It implements a set of mathematical algorithms that can com-
pletely simulate any type of VLBI observation: ground, space–
ground and, even, space–space. In particular, these are the simu-
lations of interferometer geometry, simulations of a radio source
structure and simulations of noise errors. The latter includes
simulation of sensitivities.

13.1. Modeling of VLBI geometry

There are two possibilities of setting data for VLBI observation
modeling: direct setup in GUI or external setup file. It is possible
to insert new source or ground telescope as well as new space
antenna if necessary. One can input manually time setup (set
of observational segments), start time and duration; frequency
setup (set of frequency bands, their number, number of spectral
channels and IF bandwidth for each frequency), polarization type
of simulated data. ASL Modeler is able to synthesize the VLBI
data for any set of polarization parameters (either in terms of
12
polarization states: circular — various combinations of RCP and
LCP; linear — XX, XY, YY, YX; or in terms of Stokes parameters —
I, Q, U, V).

With all these parameters assigned Modeler calculates the
(u, v) coverage and store it in output UVX file. Note that at this
tage there is no information about the intensity distribution. It
an be added in ‘‘Source modeling’’ section of Modeler.

3.2. Source modeling

There are two options of intensity distribution assignment:
anual setup and external map file.
The first option is a source model/structure editor. The fol-

owing types of source components are available: delta function,
wo-dimensional Gaussian, disk, thin ring, thin sphere, rectangle
nd thick ring. Each component has a number of customizable
arameters: flux density F (Jy), major axis (as), minor to major

axes ratio, minor axis (as), inclination of the source (deg), distance
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Fig. 11. Example of VLBI data simulations: VLBI geometry or (u, v) coverage (left), source structure (center) and resulting CLEAN image obtained for simulated (u, v)
y applying the simulated source structure (right).
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rom the center of map (as). The configured intensity distribution
ap can be applied to any real or simulated (u, v) coverage.
dditionally, it is possible to compare the real visibility data
ith the simulated one. Fig. 11 demonstrates simulations of VLBI
eometry, source structure and the resulting CLEAN image.
External map file allows using an external source image as an

nitial source model in the simulations. For example, these can be
mages obtained from other observations.

3.3. Modeling of noise errors

This part describes the simulation of noise errors of VLBI data.
or each baseline it is possible to apply: amplitude and phase
rrors, reference phase, fringe rate, delay, acceleration of fringe.
Each single telescope has finite sensitivity and it is impossible

o observe faint sources. Sensitivity of telescope is represented
s System Equivalent Flux Density (SEFD, see Section 5.1). Same
s single telescope, each baseline is also characterized by its
ensitivity, which definition is similar to that of SEFD. It can be
erived from SEFD of both telescopes of given baseline:

=
1

√
2∆ντc

√
SEFD1 · SEFD2, (42)

here ∆ν — bandwidth, τc — coherence time. These values can
e assigned by user.
Using sensitivities of baselines it is possible to account for dis-

ortions in visibility function made by antennae noise. Simulation
f such distortions can be generally described in the following
ay: non-distorted visibility function is added by a complex value
ith random argument and module that depends on sensitivity
f baseline.

4. Utilities

4.1. Calibration data editor

Astro Space Locator has a tool (CalEdit) for editing and viewing
mplitude calibration data in the ANTAB format. This program
s designed to prepare and analyze calibration files before the
rocedure of amplitude calibration (see Section 5).
CalEdit allows to plot antenna temperatures over time for

ll polarizations in the selected observation for each antenna,
erform flagging of data points, change their values manually or
n automatic mode. The program allows to interpolate measure-
ents with a 5th degree polynomial. Fig. 12 shows an example
f visual editing of calibration data.
 o
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4.2. Analysis of correlation parameters

There are additional applications AFRDMANY and AFRDAUTO
hat allow to estimate the coherence of correlated signal for given
adio source, baseline, frequency band, start time Tstr , time step
∆t and interval duration ∆Tmax.

AFRDMANY calculates two characteristic dependencies: vis-
bility amplitude vs. time with a given coherent interval and
he behavior of signal-to-noise ratio in time. Thus, it is possi-
le to analyze the behavior of coherence conditions during the
bservations on a specific baseline.
In AFRDAUTO, in addition to the input parameters of AFRD-

ANY, the end of the time interval parameter Tstp should be spec-
fied. This program calculates the values of four time-dependent
unctions: fringe rate–frequency, delay, signal-to-noise ratio, base-
ine projection in Earth diameters.

4.3. Supplementary tools

Astro Space Locator includes a number of supplementary tools.
UVXUnion merges (u, v) data of several UVX files into one.
Interp performs time interpolation of the visibility in UVX file.
GainView is a visualization tool for gains. UVXView and AIDI-
iew provide text browsing of UVX and IDIFITS data tables. AIMG-
oEXM converts any graphical image format (i.e. PNG, BMP, JPEG,
tc.) to external map file (EXM), while FTS-EXM converts FITS
mage format to EXM. Additionally, there is EXM/AMAP viewer.
inally, ASL has an editor of palettes that are used in its programs.

5. Conclusions

In this article we gave an overview of basic functions and prin-
iples implemented in the Astro Space Locator software package.
SL is a customizable tool that is easy to use in almost any task as-
ociated with VLBI data processing and analysis. At the moment,
SL Locator allows to process correlated VLBI observations, both
f the Radioastron mission and VLBI networks such as VLA, VLBA,
SA, EVN.
Astro Space Locator comprises convenient VLBI data visual-

zation and editing. It has all basic calibration tools, including
ringe fitting with the 2nd term and powerful self-calibration
pplication.
The CLEAN method of image deconvolution implemented in

SL is comparable to similar software in terms of efficiency (Zuga
t al., 2017). The verification data showed a similar accuracy
f calculations during the VLBI observations processing. More-
ver, the package has a separate application for multi-frequency
maging and analysis.

Astro Space Locator has a great potential in simulating VLBI

bservations, since it provides the ability to obtain preliminary
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Fig. 12. Example of graphical editing of calibration data in CalEdit. Blue dots correspond to the measures system temperatures for Noto telescope (NT). Four panels
demonstrate the system temperature measured in different channels (lower/upper side bands and left/right circular polarizations). Red line shows the polynomial
approximation of the system temperature. Any data point can be selected interactively on plot, removed or its value can be changed.
results for a given interferometer configuration and radio source.
The output of such modeling can help to improve the results of a
future experiment.

The software package has a convenient graphical user inter-
face, number of features and supplementary tools that greatly
simplify operations with the correlated VLBI data. It continues to
improve as part of the current tasks of ASC LPI and will be used in
the Millimetron mission. At the moment, work is under way on
the introduction of new image recovery algorithms, developing
a full cross-platform support for different operation systems.
The latest version package is available on the ftp-server: ftp://
www.asc.rssi.ru/ASL_10/ASL10_x64_19-06-20.zip, other versions
are available in the corresponding ftp folder: ftp://www.asc.rssi.
ru/ASL_10/.
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