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ABSTRACT

Newly recognized effects of refractive scattering in the ionized interstellar medium have broad implications for
very long baseline interferometry (VLBI) at extreme angular resolutions. Building upon work by Blandford &
Narayan, we present a simplified, geometrical optics framework, which enables rapid, semi-analytic estimates of
refractive scattering effects. We show that these estimates exactly reproduce previous results based on a more
rigorous statistical formulation. We then derive new expressions for the scattering-induced fluctuations of VLBI
observables such as closure phase, and we demonstrate how to calculate the fluctuations for arbitrary quantities of
interest using a Monte Carlo technique.
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1. INTRODUCTION

Very long baseline interferometry (VLBI) now provides
angular resolution of tens of microarcseconds, both at
millimeter wavelengths with the Event Horizon Telescope
(EHT; Doeleman et al. 2009) and at centimeter wavelengths
with RadioAstron (Kardashev et al. 2013). As these and future
interferometers push to ever higher angular resolution, they
must contend with a fundamental limitation: radio-wave
scattering in the inhomogeneous, ionized interstellar medium
(ISM). It has generally been assumed that the effects of
scattering on resolved images of active galactic nuclei (AGNs)
are simply to “blur” the images with an approximately
Gaussian kernel that grows roughly with the squared observing
wavelength. However, within individual observing epochs
scattering has the opposite effect, introducing substructure into
the scattered image (Goodman & Narayan 1989; Narayan &
Goodman 1989; Johnson & Gwinn 2015). Unlike the time-
averaged blurring of scattering, the substructure becomes
stronger at shorter wavelengths and does not correspond to a
convolution of the unscattered image. The scattering sub-
structure predominantly affects visibilities on long baselines
and can significantly influence high-resolution VLBI data.

Scattering is especially important for studies of the Galactic
Center supermassive black hole, SagittariusA* (SgrA*), with
the EHT and for studies of extremely high brightness
temperatures (?1012 K) in AGNs with RadioAstron. For
SgrA* at 1.3 cm wavelength, the effects of scattering
substructure have been conclusively detected, apparent as a
∼10 mJy noise floor on long baselines (Gwinn et al. 2014). At
3 mm, non-zero closure phases (indicative of structural
asymmetry) in SgrA* are consistent with being introduced
by scattering rather than being intrinsic to the source (Ortiz-
León et al. 2016). At 1.3 mm, non-zero closure phases in
SgrA* have now been measured by the EHT (Fish et al. 2016);
however, these have persistent sign over four years and so they
must predominantly reflect intrinsic source structure. Even so,
the epoch-to-epoch variations of these closure phases may be
dominated by scattering substructure (Broderick et al. 2016).
For RadioAstron, scattering can explain apparent brightness
temperatures in excess of 1014 K in 3C 273 inferred at 18 cm
wavelength (Johnson et al. 2016), and can dominate long-
baseline detections between 6 and 92 cm for sources with high

brightness temperatures (Johnson & Gwinn 2015). For all these
reasons, it is essential to have a straightforward and
comprehensive framework to understand the effects of
scattering on VLBI observations.
Currently, analytic expressions for scattering effects are

limited to quantities such as the root mean square (rms)
fluctuations in flux density and complex visibility. Conse-
quently, previous efforts have relied on scattering simulations
to estimate effects on realistic VLBI observables such as
closure phase and closure amplitude. However, these simula-
tions are computationally expensive and make it difficult to
analyze scattering effects over a wide range of source and
scattering models. Simulations also provide little insight into
how to develop scattering mitigation strategies.
Here, we derive analytical tools to estimate scattering effects

by extending a simplified scattering formalism that was
developed by Blandford & Narayan (1985) to understand the
scattering of pulsars. This formalism separates large scale
(“refractive”) effects of scattering from small scale (“diffrac-
tive”) effects, greatly simplifying computations. It enables a
wide range of calculations and can even be used to estimate the
covariance between different scattering effects (see also
Romani et al. 1986). We extend the formalism in two
directions: to interferometry, and to sources with arbitrary
intrinsic structure. We show how to obtain exact estimates of
refractive scattering effects on VLBI observables using a
Monte Carlo method and we also derive an approximate form
for the closure phase fluctuations when refractive fluctuations
are small.

2. THEORETICAL BACKGROUND

We first summarize the basic prescription for interstellar
scattering of radio waves. For a more detailed discussion and
review, see Rickett (1990) or Narayan (1992). When possible,
our treatment and notation mirror those of Blandford &
Narayan (1985).

2.1. Interstellar Scattering

The local index of refraction n of the ionized ISM is

determined by its plasma frequency, n = » ´
p
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- kHzn

1 cm
e

3 , where ne, e, and me are the local electron number
density, electron charge, and electron mass (Jackson 1999). At
frequencies ν significantly higher than νp, ( )» - n

n
n 1 1

2

2p . A
density fluctuation δ ne along a path length dz then introduces a
corresponding phase change df l d= - ´ ´r dz ne e, where
re ( )= » ´ -e m c 2.8 10 cm2

e
2 13 is the classical electron

radius and λ is the wavelength. Consequently, inhomogeneities
in the density of the ionized ISM scatter radio waves. Note that
the inhomogeneities have the opposite action of conventional
lenses because the phase velocity in a plasma increases with
density (and is superluminal).

In many cases, the density fluctuations are well-described as
a turbulent cascade, injected at scales 100 AU and dissipated
at scales 1000 km (Armstrong et al. 1995). Moreover, the
scattering can often be well-described as being confined to a
single thin screen, located a distance D from the observer and R
from the source, which only affects the phase of the incident
radiation via an additive contribution ( )f r , where r is a
transverse two-dimensional vector on the screen. This screen is
typically assumed to be “frozen,” so that the scattering
evolution is deterministic, depending only on the relative
transverse motions of the observer, screen, and source with a
characteristic velocity V⊥ (Taylor 1938).

Geometrical effects of the scattering are then described via

the Fresnel scale, º
+
r DR

D RF (where º l
p


2
), while the

screen phase statistics are described via the phase decorrelation
length, r0, which is the transverse scale on the scattering screen
over which the rms phase difference is 1 rad. Another relevant
quantity is the magnification parameter M=D/R of the
scattering screen. In the strong-scattering regime, defined by
r0=rF, the refractive scale ºr r rR F

2
0 is also important,

roughly defining the extent of the scattered image of a point
source. The present paper is primarily focused on the strong-
scattering regime, although our results are also applicable in the
weak-scattering regime if the angular size of the unscattered
source is larger than rF/D (see Section 2.3).

In the strong scattering limit, scattering effects are dominated
by phase fluctuations on two widely separated scales.
“Diffractive” scattering arises from small-scale fluctuations,
dominated on scales of ∼r0. Diffractive effects decorrelate over
a small fractional bandwidth, ( )r r0 F

2, and have a coherence
timescale of only ~ ^r V0 (typically seconds to minutes).
Diffractive effects are quenched for a source that has an angular
size larger than r0/D, so they are typically only seen in pulsars.
In contrast, “refractive” scattering arises from large-scale
fluctuations, dominated on scales of ∼rR. Refractive effects
have a decorrelation bandwidth of order unity and a coherence
timescale of ~ ^r VR (typically days to months). Refractive
effects are only quenched for a source that has an angular size
larger than rR/D, so they are present in compact AGNs (Rickett
et al. 1984).

Narayan & Goodman (1989) and Goodman & Narayan
(1989) showed that there are three distinct averaging regimes
for images in the strong-scattering limit: a “snapshot” image, an
“average” image, and an “ensemble-average” image. The
snapshot image occurs for averaging timescales less than ^r V0
and exhibits both diffractive and refractive scintillation. The
average image occurs for longer averaging timescales that are
still shorter than ^r VR , and this regime only exhibits refractive
scintillation. The ensemble-average image reflects a complete
average over a scattering ensemble (or, equivalently, an infinite

average over time), and the scattering effects are a deterministic
image blurring via convolution of the unscattered image with a
scattering kernel. Because AGNs almost always quench
diffractive scintillation, only the average and ensemble-average
regimes are of significance in most cases. Throughout this
paper, we will use subscripts “ss,” “a,” and “ea” to denote
quantities in the snapshot, average, and ensemble-average
regimes, respectively.

2.2. Statistics of the Screen Phase

We now introduce some properties, notation, and results
related to the screen phase. We assume that the function ( )f r
defines a Gaussian random field that is statistically homo-
geneous but not necessarily isotropic. This field is most
intuitively characterized by the phase structure function:

( ) [ ( ) ( )] ( )f fº á ¢ + - ¢ ñf r r r rD . 12

Here and throughout the paper, á ñ... denotes an ensemble
average over realizations of the screen phase. In practice, the
ensemble-average can be approximated by averaging over time.
The phase varies smoothly up to some “inner scale,” which is
physically associated with the scale on which turbulence is
dissipated. Consequently, ( ) ∣ ∣µf r rD 2 up to this scale, though
it need not be isotropic (Tatarskii 1971). The phase structure
function is then described by a power law in an inertial range
until saturating at some “outer scale,” which is physically
associated with the scale on which the turbulence is injected.
Another important representation is the two-point correlation

function of phase:

( ) ( ) ( ) ( )f fº á ¢ + ¢ ñr r r rC . 2

We can also define the power spectrum of the phase
fluctuations:

( ) ( ) ( )·ò= -


q r rQ d C e

1
. 3q ri

2
2

Note that ( )qQ is dimensionless and is independent of wavelength,
and ∣ ∣ ( ) q qQ2 2 gives the mean-squared phase fluctuations on a
spatial scale ∣ ∣p q2 . Because ( ) [ ( ) ( )]= -f r rD C C2 0 , we can

also express Equation (3) as ( ) ˜ ( )º - f
q qQ D1

2 2 . In this
expression and throughout this paper, we use a tilde to denote a
Fourier transform and adopt the convention that

˜ ( ) ( ) ( )·ò= - q r rf d f e, , . 4q ri2

For an isotropic power-law structure function, ( ) ∣ ∣=f
ar rD r0 ,

we obtain1

( ) ( )
( )

∣ ∣ ( )( )pa
a
a

=
G +
G -

a a a- - - +q qQ r2
1 2

1 2
. 52

0
2

These expressions can easily be generalized to include inner
and outer scales or anisotropic scattering. One convenient form

1 For 3D Kolmogorov turbulence, a = 5 3. The present paper focuses on
“shallow” spectra: 0<α<2.
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is,
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where the phase decoherence scales can now differ in two
orthogonal directions, r0,x and r0,y, so that the scattering has an
axial ratio of r rx y0, 0, (and the smaller of the two determines the
major axis of the scattering disk).

The above results allow us to derive an important
computational tool that we will employ throughout the
remainder of this paper. Namely, given two complex functions

( )lrf ,i i i ,

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( )
( ) ˜ ( )

( )

( )
( ) ˜ ( ) ˜ ( )

( )

·

ò

ò

ò ò

ò

f l f l l l

l
l

f l f l l l

l
l p

l

l
l l
p

l l

= á ñ

= -

´

= -

-⎡
⎣⎢

⎤
⎦⎥

r r r r r r

r r r r r r

r q q q

r

q q q q

d d f f

d d f f

d d Q e f

f

d Q f f

, , , ,
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1

2
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2
, , .
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2
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2
2

2

1
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2

1

2
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2
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1 1

2 2 2
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4

2
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2

The second equality follows from the general identify
( ) ( ) ˜ ( ) ˜ ( )

( )ò ò= -
p

r r r q q qd g g d g g2
1 2

1

2
2

1 22 . Equation (7) was

given by Blandford & Narayan (1985) (their Equation(4.4))
for the special case that the functions fi are real. Equation (7)
can also easily be extended to the useful cases where one or
both of the functions fi are conjugated:

( ) ( ) ( ) ( )

( )
( ) ˜ ( ) ˜ ( )

( ) ( ) ( ) ( )

( )
( ) ˜ ( ) ˜ ( ) ( )

*

*

* *

* *

ò

ò

ò

ò

f l f l l l

l l
p

l l

f l f l l l

l l
p

l l

=

= -

r r r r r r

q q q q

r r r r r r

q q q q

d d f f

d Q f f

d d f f

d Q f f

, , , ,

2
, , ,

, , , ,

2
, , . 8

2
1

2
2 1 1 2 2 1 1 1 2 2 2

1 2
4

2
1 1 2 2

2
1

2
2 1 1 2 2 1 1 1 2 2 2

1 2
4

2
1 1 2 2

2.3. Separation of Diffractive and Refractive Scattering

The framework of Blandford & Narayan (1985) greatly
simplifies the scattering by separating diffractive and refractive
effects. We simply sketch the key ideas here but provide formal
justification for this separation of scales in Appendix.

Diffractive effects reflect stochastic fluctuations on small
scales, so their influence on an image can be approximated
through an ensemble average. The ensemble average effect is
a convolution of the intensity distribution of the unscattered
image, ( )rIsrc , with a deterministic kernel, resulting in the
ensemble-average image ( )rIea , which is a “blurred” version
of the unscattered image (for details and discussion, see Fish

et al. 2014). We again emphasize that r is a transverse
coordinate at the distance D of the scattering screen, so the
corresponding angular coordinates for the images
are q = r D.
Refractive effects arise from fluctuations on much larger

scales, and their stochastic effects persist in the average-image
regime. Gradients in the refractive component of the phase
screen, ( )f rr , steer and distort brightness elements of the
unscattered image while preserving the surface brightness
(Born & Wolf 1980). The Fresnel scale, rF, determines how
these phase gradients affect the average image, such that the
observed brightness received at some location x=0 in the
observing plane can be expressed as

( ) ( ( )) ( )f» + r r rI I r . 9a ea F
2

r

Here, ∇ denotes a transverse (two-dimensional) spatial
gradient operator. On diffractive scales, the phase gradient is
∣ ( ) ∣f ~r r1 0, whereas the gradient from phase fluctuations
on a larger, refractive scale L is ∣ ( )∣f ~r

( ) ~f
a a-D L L L r2 1

0
2. Consequently, refractive steering

angles are smaller than diffractive steering angles by a factor of
( ) ( )~ =a a- -r r r r0 R

1 2
0 F

2 , and this factor roughly deter-
mines the relative strength of refractive and diffractive effects
for metrics such as flux modulation (Narayan 1992). Moreover,
because the refractive steering is smaller than the diffractive
blurring, we can approximate the average image by expanding
to leading order:

( ) ( ) [ ( )] · [ ( )] ( )f» +  r r r rI I r I . 10a ea F
2

r ea

Note that this approximation is valid even in the weak-
scattering regime (r0>rF) if the intrinsic source does not have
significant spatial variations in its structure on scales finer than
the typical scattering angle (i.e., if the interferometric visibility
of the unscattered source is negligible on baselines that resolve
the typical scattering angle). For this reason, there is a unified
description of refractive scattering effects in the strong- and
weak-scattering regimes for an extended source (see, e.g.,
Coles et al. 1987).
We are interested in describing VLBI observations in the

average-image regime, for which diffractive scintillation is
replaced by its ensemble-average effects. Moreover, because
we are interested in VLBI observations that resolve intrinsic
source structure, we will assume that the source is sufficiently
extended to quench diffractive scintillation, so no additional
averaging in time is required (in Section 2.4, we will show how
an extended source acts to filter contributions from wavenum-
bers q on diffractive scales). For these reasons, we can
substitute ( )f r for ( )f rr in Equation (10), and we will use this
replacement throughout the remainder of the paper for
simplicity.

2.4. Interferometry of Scattered Sources

Using the approximate form for the scattered image given in
Equation (10) and the statistical properties of the screen phase
f derived in Section 2.2, it is straightforward to estimate how
refractive scattering affects interferometric visibilities. Recall
that the average image in Equation (10) is defined at the
location of the scattering screen, located a distance D from the

3
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observer. The vanCittert–Zernike theorem2 then gives the
interferometric visibility on a baseline b (Thompson
et al. 2001):

( ) ( )

( ) ( ) · ( )

( ) · ( )

( ) ( )

( ) ( ) ( ) ( )

· ( )

· ( )

· ( )

ò
ò

ò

ò
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l f
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» +  

= + 

- 

º +
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-

- ⎡
⎣⎢

⎤
⎦⎥









b r r

b r r r

b r b r

r r

b r r b r

V d I e

V r d e I

V r d e
i

D
I

I

V d f ; , . 11

r b

r b

r b

i D

i D

i D

a
2

a

ea F
2 2

ea

ea F
2 2

ea

2
ea

ea
2

V

The third line was obtained by integrating by parts (we assume
that ( )rIea is restricted to a finite domain, so the boundary term
vanishes), and we have defined

( ) · ( ) ( )

( )

· ( )l º  - - ⎡
⎣⎢

⎤
⎦⎥

r b b r rf r e
i

D
I I; , .

12

r bi D
V F

2
ea

2
ea

Note that fV depends on the ensemble-average image. This
dependence is important when comparing the refractive noise
at different frequencies (with different intrinsic structure), when
studying the refractive noise for an image that varies more
rapidly than the scattering (as may be the case for SgrA*), or
when comparing the refractive noise for images corresponding
to different Stokes parameters. When convenient, we will write
quantities in terms of the ensemble-average visibility, ( )bVea ,
which is easily related to the interferometric visibility of the
unscattered source, ( )bVsrc , through the convolution action of
the scattering in this regime (e.g., Coles et al. 1987):

( )( ) ( ) ( )= - f +b bV V e . 13D
ea src

1
2

b
M1

From Equation (11), it is apparent that refractive noise on
interferometric visibilities is Gaussian because it is simply a
weighted sum of (correlated) Gaussian random variables, ( )f r .
Because the refractive noise is Gaussian, it is completely
characterized by its spatial covariance. However, the real and
imaginary parts of the Gaussian noise may have different
standard deviations and different spatial covariance structure;
for example, on the baseline =b 0, the refractive noise is
purely real since the zero-baseline visibility is real (and equal to
the total flux density of the source). On long baselines (i.e.,
those baselines that completely resolve the ensemble-average
image) the refractive noise is drawn from a circular complex
Gaussian distribution.

To calculate the full spatial covariance of refractive noise,
we must therefore derive expressions for the real and imaginary
parts of the noise separately. These are simplified by the
observation that fV obeys the necessary conjugation symmetry
for interferometric visibilities: ( ) ( )* l l= -r b r bf f; , ; ,V V

(see Equation (11)). Consequently,

{
}

}
{
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sin
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V,im V

V V

F
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The corresponding Fourier conjugate quantities are then

}
{

˜ ( ) ( )

· ( )

( )

[ ( )] · [ ( )]

( )

· [ ( ) ]
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˜ ( ) [ ˜ ( ) ˜ ( )]

˜ ( ) [ ˜ ( ) ˜ ( )]

( )

·

·[ ( )]

ò

ò

l l

l l l

l l l

=

= 

- 

= + +

- +

= + +

´ + +

= + -

= - -

-

- +

- -

⎡
⎣⎢

⎤
⎦⎥



 






q b r r b

r b r

r

q b q b

b
q b

q q b

q b

q b q b q b

q b q b q b

f d f e

r d e
i

D
I

I

r D D

D
V D

r M r

V M r

f f f

f
i

f f

; , ; ,

1

1 ,

; ,
1

2
; , ; , ,

; ,
1

2
; , ; , ,

15
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F
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ea

F
2

ea

F
2 1

F
2

ea F
2

V,re V V

V,im V V

where we have again integrated by parts, dropping the
boundary term because we expect a source image with finite
domain, and we have made the substitution ( )= +D M r1 F

2.
When coupled with Equation (7), (15) shows how the

source, scattering, and observing baseline all act to
filter different wavenumbers q of the screen phase. For
instance, on long baselines the ensemble-average visibility
filters wavenumbers that are significantly different than

( ) ( )- + = -- - b bM r D1 1
F

2 . Thus, the contributing wave-
numbers are those with a corresponding angular scale,
( )p q D2 , that is matched to the vector baseline resolution,
λ/b. On short baselines, the ensemble-average visibility filters
wavenumbers with ∣ ∣  = -q r r r0 F

2
R

1. In both cases, this term
filters the wavenumbers that produce diffractive scintillation
because they have ∣ ∣ ~ - -q r r0

1
R

1, and the ensemble-average
visibility falls to zero for baselines ∣ ∣ b r0 (see Equation (13)).
The term · [ ( ) ]+ + - -q q br M r1F

2 1
F

2
filters power at low

wavenumbers because of wrapping of the phase from
geometrical path length. The characteristic cutoff for this term
is ∣ ∣ q r1 F, so this term is called the Fresnel filter
(Cronyn 1972). The Fresnel filter regulates power on refractive

2 The vanCittert–Zernike theorem only strictly applies when a source is
spatially incoherent. Scattering introduces spatial coherence, but because the
correlation length is r0, the source appears spatially incoherent to interfero-
metric baselines ∣ ∣ ( )l ~-b r D r0

1
R, as holds for all cases of immediate

interest (see Appendix for details).
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scales, so the strength of refractive scintillation falls as the
scales r0, rF, and rR become more widely separated.

3. SIGNATURES OF REFRACTIVE NOISE

From the results derived in Section 2.4, it is straightforward
to compute the effects of refractive scattering on interferometric
observables. We begin by calculating the rms fluctuations of
interferometric visibilities, showing that our formalism exactly
reproduces the results of Goodman & Narayan (1989) and
Johnson & Gwinn (2015) but requires significantly less
effort than in their approach. We then show how to calculate
arbitrary observables to any desired accuracy using a Monte
Carlo framework, and we derive approximations for the
refractive fluctuations in closure phase. We conclude this
section by discussing the coherence timescale of refractive
noise.

3.1. Refractive Fluctuations of the Complex Interferometric
Visibility

To make contact with previous results and illustrate our
computational methodology, we will first estimate the rms
fluctuation of the complex visibility introduced by refractive
substructure on a fixed baseline b. Combining Equations (8),
(11), and (15), we obtain

( ) ∣ ( )∣

( )
∣ ˜ ( )∣ ( )

( )
( · [ ( )])

∣ ( )∣ ( ) ( )

ò

ò

s
l
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ºá D ñ
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= +

´ +


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q q b q

q q q b
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V

d f Q

r
d D
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2
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2

, 16
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2

a
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2

4
2

V
2

2
F
4

4
2 2

ea
2
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Apart from an opposite convention for the sign of b and choice
of units for the argument of ˜fD , Equation (17) exactly
matches Equation (32) of Johnson & Gwinn (2015), which
was derived using a more general formulation (based on
Goodman & Narayan 1989). This agreement strongly rein-
forces the utility of the present approach and demonstrates its
capability for quickly estimating results that formerly required
arduous derivations. Cronyn (1972) considered visibility
scintillation in the weak-scattering regime and derived a result
that is similar to Equation (16) (see also Vedantham &
Koopmans 2015).

Although Equation (17) requires numerical integration in
the most general case, it can be evaluated in closed form for a
Gaussian source in the limit of long baseline (specifically, a
baseline that resolves the ensemble-average image).
For isotropic scattering and a circular Gaussian intrinsic

source with FWHM θsrc, we obtain
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is the scattered angular size of a

point source and q q q» +img src
2

scatt
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angular size. In the limit of a small intrinsic source,
q qimg scatt, Equation (18) reproduces the result of Goodman
& Narayan (1989) (their Equation (5.1.2)).
We can similarly calculate the covariance of the visibility

noise among different baselines, the covariance of the real or
imaginary parts of visibility, or the covariance for multiple
wavelengths or different underlying images (e.g., among
different polarizations). Importantly, none of these was
straightforward to estimate in the formulation of Goodman &
Narayan (1989) or Johnson & Gwinn (2015). For example,
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Although this covariance is complex, it is real when ( ) ÎbVea

for all baselines, a condition that is met in the special case of a
point-symmetric source. Baselines that are separated by a
distance less than ~rimg will have correlated refractive
fluctuations, where rimg is the baseline length needed to resolve
the ensemble-average image, as can be derived using more
general arguments (see Section3.2 of Johnson & Gwinn 2015).
Note that rimg depends on the baseline orientation if the image
is anisotropic. Figure 1 shows the refractive noise correlation
structure for isotropic scattering, and Figure 2 shows how
anisotropic scattering affects the correlation structure.

3.2. A General Monte Carlo Procedure to Estimate Refractive
Effects on Interferometric Observables

We now describe a general approach to estimate refractive
effects on arbitrary interferometric observables. Although this
approach does not produce closed-form expressions, it can
easily be computed to any desired accuracy and is not limited
to cases in which the refractive noise on a given measurable is
small.
To begin, recall that the refractive fluctuations of a complex

visibility about its ensemble-average value correspond to a
zero-mean Gaussian random process (see Section 2.4). Conse-
quently, the statistical properties of refractive noise on a set of
visibilities (possibly with different sampled times and even
different underlying images) are entirely described by the

5

The Astrophysical Journal, 826:170 (10pp), 2016 August 1 Johnson & Narayan



corresponding set of ensemble-average visibilities on those
baselines { }V iea, and the covariance matrix S for the set of
refractive fluctuations { ( ) ( )}D DV VRe , Imi ia, a, . Explicitly, the
probability density function (PDF) of N visibilities is
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Each element of the covariance matrix S must be computed
using Equations (7) and (15). For example,
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This equation is similar to Equation (19), which instead gave
the covariance of the complex visibility.
To evaluate the refractive fluctuations of any quantity

derived from a discrete set of visibilities, one can then use a
Monte Carlo method by generating complex Gaussian random
variables with the appropriate means (the ensemble average)
and covariance matrix (the refractive noise).3 For example, to
generate an ensemble of closure phase measurements (see
Section 3.3 below) on a particular triangle requires repeated
sampling of N=3 complex Gaussian random variables after
calculating their 6×6 covariance matrix. To construct an
ensemble of closure amplitude realizations on a particular
quadrangle requires N=4 complex Gaussian random vari-
ables and an 8×8 covariance matrix. One could also
numerically integrate the desired quantity (e.g., ( )V V Varg 1 2 3

Figure 1. Examples showing the correlation ( ) ( ) [ ( ) ( )]* s sáD D ñb b b bV Va 1 a 2 ref 1 ref 2 between refractive noise on a fixed interferometric baseline b1 (indicated by a
cross) and refractive noise on another arbitrary baseline b2. The source (FWHM: 130 μas) and scattering (FWHM: 160 μas) are both taken to be isotropic and
correspond roughly to the major axis of SgrA* at 3.5 mm wavelength (see Ortiz-León et al. 2016). Three choices of b1 are shown: a zero-baseline (measuring the total
flux density), a short baseline (which partially resolves the source), and a long baseline (which entirely resolves the ensemble-average image). As expected, the
refractive noise is correlated with a scale of approximately rimg, which is the baseline length at which the ensemble-average visibility amplitude falls to e1 of its
zero-baseline value. Note that there is also a region of anti-correlation before the noise becomes uncorrelated on baselines that are significantly distant from b1. Also,
note that the correlation in this case is real because the unscattered image is point symmetric.

Figure 2. Examples showing the correlation between refractive noise on a fixed interferometric baseline b1 (indicated by a cross) and another arbitrary baseline b2, as
in Figure 1 but here with anisotropic scattering. The source (FWHM: 130 μas) and scattering (FWHM: 160 μas×78 μas) again correspond roughly to SgrA* at
3.5 mm wavelength, but we have set the major axis of the scattering to be east–west for clarity. Three choices of b1 are shown: a zero-baseline (left) measuring the
total flux density, and two long baselines located along the minor (center) and major (right) axes of the scattering disk. As in Figure 1, the refractive noise is correlated
with a scale of approximately rimg, which is now anisotropic.

3 Many software packages can generate samples from the multivariate normal
distribution for a specified mean and covariance matrix (e.g., random.
multivariate_normal in numpy; Jones et al. 2001).
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for closure phase) over the PDF specified by Equation (20) to
estimate properties such as the closure phase variance from
scattering. We again emphasize that this approach can be used
to calculate the covariance among different images, as is
needed to generate an ensemble of measurements for different
polarizations, or at different observing wavelengths.

3.3. Refractive Fluctuations of Closure Phase

A fundamental interferometric observable is closure phase:
the phase of a directed product of three complex visibilities for
a closed triangle of baselines (i.e., the phase of the
“bispectrum”) (Rogers et al. 1974; Thompson et al. 2001).
Because phase information in VLBI is typically only accessible
through closure phase, interferometric imaging algorithms
often operate directly on closure phases or even on the
bispectrum (see, e.g., Buscher 1994; Baron et al. 2010;
Bouman et al. 2015; Chael et al. 2016). Consequently,
understanding how refractive scattering affects closure phase
is critical for VLBI imaging efforts.

To proceed, we will write the bispectrum  on a fixed
baseline triangle { }b b b, ,1 2 3 in simplified notation:

( )( )( ) ( ) = + D + D + DV V V V V V , 221 1 2 2 3 3

where Vi denotes an ensemble-average visibility and DVi

denotes the refractive noise for a particular realization of the
scattering. To estimate the fluctuations of the phase of the
bispectrum, we define a normalized bispectrum:
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where  º V V Vea 1 2 3 is the bispectrum of the ensemble-average
image. When ∣ ∣D V V 1i i for each i, the rms closure phase
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Taking the ensemble-average of this expression (via
Equations (7), (8), and (11)) then yields
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This final representation can be readily evaluated numerically.
This representation does not require that the baselines close.
Although Equation (25) provides a computationally efficient

method to estimate closure phase “jitter” from refractive
scattering, it requires ∣ ∣D V V 1i i for each of the three
participating baselines. Note that there are cases for which the
approximation is poor even though the closure phase fluctua-
tions are small. For instance, in a long narrow triangle of
baselines, the phase fluctuations on each long baseline may be
large individually but will be highly correlated so that the
closure phase fluctuations may be small. In these cases, it is
advantageous to use the more general approach that we have
outlined in Section 3.2 to estimate closure phase fluctuations.
Although that approach requires a factor of 36 more
computations (to evaluate the covariance matrix for the three
complex noise terms), it does not require ∣ ∣D V V 1i i .
Figures 3 and 4 compare these two approaches to estimate
the refractive fluctuations of closure phase for SgrA* at
l = 3.5 and 1.3 mm, respectively.

Lastly, we caution that refractive fluctuations in closure
phase are highly sensitive to the detailed structure of the
unscattered image, especially near visibility “nulls” of the
unscattered image, because they depend on the ratio of
refractive noise to the ensemble-average visibility (see
Figure 4). Thus, epoch-to-epoch fluctuations in closure phase
can potentially be utilized for model discrimination. In contrast,
the rms fluctuation of visibilities (Section 3.1) depends on the
overall image extent but is not sensitive to the detailed intrinsic
structure. Consequently, metrics other than closure phase
fluctuations may provide more reliable connections between
theory and observations for single-epoch observations, espe-
cially when the intrinsic structure is not well-known a priori.
Alternatively, if the phase fluctuations are small then one could
use measured visibilities as estimates of the ensemble average
visibilities ( )bV iea in Equation (25) to avoid estimates of σCP
that are overly model-specific.

3.4. The Coherence Timescale for Refractive Noise

Refractive fluctuations in complex visibilities will change over
time from relative motions of the Earth, scattering screen, and
source, as discussed in Section 2.1. The statistical properties of
this evolution in time t can be estimated using the frozen-
screen approximation: ( ) ( )f f+ D = - D^r r Vt t t t, , . The
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modification to Equations (7) and (8) for a pair of phase screens
separated by a time Δt is straightforward—the integrands simply
obtain extra factors of ·- D^e q Vi t. It is then straightforward to
estimate the temporal correlation function of refractive metrics
(see, e.g., Blandford & Narayan 1985; Romani et al. 1986).

Even without detailed computations, we can estimate the
relevant coherence timescales from this additional factor; the
coherence timescale will be determined by the condition

∣ · ∣D =^q V t 1 for the particular scales q that dominate the
refractive metric of interest. For a point source, refractive
metrics such as flux modulation are determined by fluctuations
on scales ~q r1 R, so they evolve on the refractive timescale

= ^t r VR R . Refractive noise on a baseline of length b is
sensitive to power in the image on scales corresponding to the
baseline resolution (see Section 2.4), so they will evolve on a
shorter timescale of ( )

∣ ∣
+ -

t
b
M r1

R
1

0 . An extended source increases
the coherence timescales on short baselines by a factor of
q qimg scatt but does not affect the coherence timescale for
baselines that resolve the ensemble-average scattered image.
Note that the coherence length for displacing a baseline (∼rR) is
much larger than the coherence length for changing a baseline
length or orientation (∼rimg; see Figures 1 and 2).

4. SUMMARY

With rapid increases in angular resolution and sensitivity,
effects of interstellar scattering are newly apparent in a variety
of VLBI observations (e.g., Gwinn et al. 2014; Johnson
et al. 2016; Ortiz-León et al. 2016). For the EHT, imminent
additions, notably the Atacama Large Millimeter/submilli-
meter Array (Fish et al. 2013), will enable images of SgrA* at
resolution comparable to its event horizon, and understanding
how scattering affects these images is essential. For Radio-
Astron, the detection of brightness temperatures Tb1013 K at
wavelengths from 1.3 to 18 cm (Gómez et al. 2016; Johnson
et al. 2016; Kovalev et al. 2016) likewise necessitates a detailed
understanding of the role of scattering in these measurements.
The framework that we have developed enables straightfor-

ward calculation of refractive scattering effects for these
observations. In particular, we have shown how to estimate
refractive fluctuations of VLBI observables such as closure
phases and amplitudes—estimates that previously required
expensive numerical simulations. Our results accommodate
arbitrary source structure and anisotropic scattering. And
although we have assumed thin-screen scattering, our results
could be generalized to a thick scattering screen or uniform
medium, following the approach of Romani et al. (1986).

Figure 3. Closure phase fluctuations from refractive scattering as a function of baseline length using our approximate expression (Equation (25)) and using the more
general Monte Carlo technique (Section 3.2), which is accurate on all baselines. The source and scattering are taken to be isotropic with scales that are comparable to
SgrA* at λ=3.5mm (Ortiz-León et al. 2016). Specifically, the source is a circular Gaussian with a FWHM of 130 μas, and the scattering is isotropic and
Kolmogorov with a FWHM of 160 μas (note that the scattering of SgrA* is anisotropic). The left plot shows results for an equilateral triangle of baselines. The two
estimates for closure phase noise agree well almost until the closure phase fluctuations saturate at 60 3 degrees (corresponding to entirely randomized phase); this
transition corresponds to the baselines for which refractive noise is becoming dominant so that the approximation of Equation (25) breaks down. For longer baselines,
only the Monte Carlo method gives the correct result. The right panel shows the closure phase fluctuations for a long, narrow triangle of baselines with an opening
angle of 10° (the x-axis baseline length corresponds to the long legs). As for the left panel, the small-noise approximation of Equation (25) breaks down when
refractive noise on the long legs becomes dominant (near 3500 km), even though the closure phase fluctuations are still small, because the two long legs have highly
correlated refractive noise that largely cancels in the closure phase.

Figure 4. Expected refractive fluctuations of closure phase on the SMT-
CARMA-SMA triangle of EHT baselines as a function of Greenwich Sidereal
Time (GST) (for recent EHT closure phase measurements on this triangle, see
Fish et al. 2016). As for Figure 3, we compare estimates calculated using our
small-noise approximation (Equation (25)) with the exact values calculated
using the Monte Carlo approach outlined in Section 3.2. Two source models
are plotted, corresponding to the best-fit Gaussian (FWHM: 52 μas) and
annulus (inner diameter: 21 μas, outer diameter: 97 μas) shown in FigureS5 of
Johnson et al. (2015). Note that only the annulus model provides an acceptable
fit to the EHT visibility amplitudes reported in Johnson et al. (2015). For the
annulus, the closure phase rms fluctuations become large at the end of the track
because the SMA-CARMA baseline is approaching a “null” in the visibility
amplitude. The rms noise even exceeds the limit of completely random phase
because the distribution of closure phase is bimodal, with peaks at 0° and 180°.
Because the current visibility amplitudes follow the annulus model, we expect
large refractive fluctuations in the closure phase on this triangle (and others that
include CARMA-SMA) for GST greater than ∼3.5.
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Our framework also points to new scattering mitigation
strategies for these projects. Specifically, because our approach
represents the scattered image entirely in terms of the
ensemble-average image and its large-scale, refractive pertur-
bations, it cleanly decouples the deterministic “blurring” of
scattering from the stochastic large-scale distortions. We will
explore new mitigation strategies in detail in a subsequent
paper.
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APPENDIX
THE SEPARATION OF DIFFRACTIVE AND

REFRACTIVE SCALES

We now provide formal justification for the separation of
diffractive and refractive scales. Our argument is similar to an
argument presented in AppendixB of Romani et al. (1986),
and it utilizes results that were given in Johnson & Gwinn
(2015). We begin with an expression for the snapshot visibility
on an interferometric baseline b that is centered on the position
b0 in the observing plane. Using the Fresnel diffraction integral
for the scalar electric field ( )y b yields (c.f., Johnson & Gwinn
2015, Equation (3)):
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The Fresnel scale is l» ´ ´r D 2.2 10 kmF cm kpc
5 (see

Section 2.1). Because we are primarily interested in resolved
sources in the strong scattering regime, we assume that
∣ ∣ b rF and that the source visibility function imposes a
cutoff so that ∣ ∣- x x r2 1 F. Consequently, displacements of
b0 are only significant when they are much greater than the
Fresnel scale, so we can simply take =b 00 for the purpose of
studying one realization of the snapshot image. The van
Cittert–Zernike theorem then relates the snapshot image to the

snapshot visibility (c.f., Equation (11)):
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where x is a transverse coordinate at the distance D of the
scattering screen. The integral over b gives a delta function
with argument proportional to ( )- +x x x 21 2 . Thus, the only
contribution to the snapshot image at a location x is from pairs
of points on the screen that are centered on x. We can change to
variables given by the average and difference of x1 and x2.
Using the delta function to integrate over the former leaves a
single remaining integral over º -y x x2 1:
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Next, we separate the screen phase ( )f x into two components
( ) ( ) ( )f f f= +x x xd r . The diffractive part, ( )f xd , contains

the Fourier modes with small-scale variations (∣ ∣ >q r1 F),
while the refractive part contains the Fourier modes with large-
scale variations (∣ ∣ <q r1 F). Equation (28) then becomes
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As discussed at the beginning of this section, we assume that
the source visibility provides a cutoff ∣ ∣ y rF, so x ranges
over scales ?rF. We can then replace the diffractive
exponential by its ensemble average:

( ) ( ) ( )( )=f f- - + - f
⎡⎣ ⎤⎦e e . 30x y x y yi D1

2d
1
2 d

1
2

This substitution simply takes the snapshot image to the
average image and could also be achieved by a partial average
in time. Meanwhile, because ∣ ∣y is much smaller than the scales
of variation of fr, we can expand the refractive term to leading

order: ( ) ( ) · ( )f f f+ - - » x y x y y xr
1

2 r
1

2 r . Substituting

these diffractive and refractive simplifications into
Equation (29), we obtain

( ) ( )
( )

(( ) )

( )
( )

( ( )) ( )

( ) · ( ) ·

·( ( ))

ò

ò

l

l
f

»
+

+

´

=

= + 

f

f

-  -

-
+

+ 

f

x y y

b b

x x

I
M

D
d V M

e e e

D
d V e

I r

1
1

1

. 31

y y x y x

b x x

D i
i

r

i
r M

r

avg

2

2
2

src

1
2

2
2

ea
1

ea F
2

r

r F
2

F
2 F

2
r

The equality on the second line follows from changing
variables to ( )= +b yM1 and using the relationship between
the visibilities of the unscattered and ensemble-average images
(Equation (13)), and the equality on the third line follows
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immediately from the van Cittert–Zernicke theorem (see
Equation (27)). Equation (31) is equivalent to the result from
geometrical optics (Equation (10)).
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